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Abstract. In a survey of cyber defense practitioners, we presented 39 assertions 

about the work cyber operators do, data sources they use, and how they use or 

could use cyber security visual presentations. The assertions were drawn from 

prior work in cyber security visualization over 15 years. Our goal was to deter-

mine if these assertions are still valid for today’s cyber operators. Participants 

included industry, government and academia experts with real experience in the 

cyber domain. Results validated the assertions, which will serve as a foundation 

for follow-on security visualization research. Feedback also indicates that when 

analyzing a security situation, cyber operators inspect large volumes of data, usu-

ally in alpha-numeric format, and try to answer a series of analytic questions, 

expending considerable cognitive energy. Operators believe security visualiza-

tions could support their analysis and communication of findings, as well as train-

ing new operators.  
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1 Introduction 

Cyber operations have historically been viewed primarily as a technical problem. The 

speed of cyber attacks has focused research and development on automating the process 

of attack detection and response. Nevertheless, the human cyber operator remains in 

the loop to perform many cognitively intense activities, for example, to discover inci-

dents that don’t fit the automated attack detection profile, evaluate automated alerts for 

true and false positives, or assess the operational impact of a cyber incident. The United 

States Air Force acknowledges the critical position of the human operator, “Computers 

can keep track of many objects, but humans still remain more capable of higher-level 

comprehension, reasoning and anticipation”, and calls for visualizations that can aug-

ment human performance of cyber operations [1].  

Designing cyber security visualizations is not easy. Effective visualization design is 

an extremely complicated process that requires iterative design and evaluation efforts 

[2]. And there are few evaluation efforts that provide confidence in what visualizations 

are best to support various cyber security operations. In the small body of work on the 
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effectiveness of visualizations on cyber operator performance, most have some re-

striction that reduces the applicability of reported findings, for example, they did not 

use experienced cyber operators [3], or the data sets were artificially manipulated and 

are unrepresentative of the size and complexity of data that real cyber operators process 

[4], or dependent variables were primarily subjective [5]. Furthermore, cyber operators 

have a variety of roles in network defense, each with its own objectives and sets of 

activities. Visualizations that may be effective for assessing trends in historical cyber 

data may not be effective in supporting an operator’s rapid assessment of suspicious 

activity to throw out false positives. More studies are needed to guide the design and 

selection of visualizations for network defense, and to empirically evaluate the effec-

tiveness of different types of visualizations on the various decisions made by cyber 

operators. 

The survey and results presented in this paper are the initial findings of the first phase 

of a research project funded by the Air Force Research Laboratory to define visualiza-

tion objectives and design visualization concepts that have high potential for enhancing 

cyber operator performance during event detection and preliminary event analysis—the 

first two stages of the US Department of Defense (DoD) Cyber Incident Handling Life 

Cycle (CIHLC) (CJCSM 6510.01B) [6]. The second phase of the research will measure 

the effectiveness of these visualization concepts. 

2 Approach 

Prior to designing cyber security visualizations, it is necessary to define the operator 

decisions that the visualizations must support and the information requirements that the 

operator must satisfy in order to make these decisions. Only after understanding what 

the operator needs to know to do his or her job can we design visualizations to provide 

that information in an easily consumable and actionable form.  

We chose to focus on the first two stages of the US DoD Cyber Incident Handling 

Life Cycle (CIHLC) [6] depicted in Figure 1 below. These stages (Detection of Events, 

and Preliminary Analysis and Identification) require operators to review alert queues 

of cyber event data to identify, record and report suspicious behavior or cyber events 

of interest. Examples of the work objectives and operator activities performed during 

these stages is also included in Figure 1. 

 



 

 

 

Fig. 1. US DoD’s Cyber Incident Handling Life Cycle has 6 stages; our work focused on Stages 

1 and 2. 

 

The decisions that Stages 1 and 2 operators make, the cognitive requirements for 

those decisions, and how they use visualizations in their work have been previously 

reported [7] [8] [9] [10] [11], observed during Knowledge Elicitations and cyber com-

petitions [12] [13] [14], and the work requirements are referenced in DoD doctrine [3]. 

However, some of the studies were published more than ten years ago. Prior to using 

the results of these studies in establishing our visualization objectives and concepts, we 

wanted to verify that their findings are still valid for today’s network defenders operat-

ing in a more dynamic cyber environment.  

Our approach was to first review the prior research and extract “assertions” about 

the work that these cyber operators perform, the data sources they use, and their use of 

visualizations (if any) in their analytic work. We then presented these assertions to fif-

teen subject matter experts in the form of a survey in which they were asked to rate 

their level of agreement or disagreement with the assertion. For Assertions 1-1 through 

1-7, and 1-13 we also asked the participants to indicate to which stage of the CIHLC 

the assertion was related. They were permitted to select up to three stages as relevant 

to the assertion. 

Participants. Participants were subject matter experts (SMEs) from industry, the DoD, 

and academia with a minimum of two years and an average of 25 years of experience 

in various roles in the cyber domain, including incident response, network operations, 



 

 

cyber forensics, and cyber counterintelligence. All were male and at least eight had 

either hands-on experience in conducting incident response or managing incident re-

sponders.  

List of Assertions. Tables 1, 2 and 3 list the assertions drawn from the prior work. We 

asked each participant to state their level of agreement or disagreement with each state-

ment on a five-point scale ranging from strongly disagree to strongly agree. Participants 

were also presented with the option to mark “cannot respond” if they did not have suf-

ficient experience with the issue. The survey provided visualization examples for As-

sertions 3-14 through 3-16. 

Table 1. Assertions about the work of defensive cyber operators  

Reference  Assertion Text 

1-1  Some operators limit their inspection of data to no more than a single day’s 

data to perform their job. 

1-2 Some operators search through more than a day’s or even a few weeks’ worth 

of data within their own site for unusual events or trends. 

1-3 Some operators search through more than a day’s or even a few weeks’ worth 

of data, including data from external sites, for unusual events or trends. 

1-4 Cyber operators often associate several pieces of information together and 

add a hypothesis for why these events are all related. 

1-5 In many cases, the attacker-related data is intermingled with a substantial 

amount of other data. It can be challenging to find the relevant amidst the 

irrelevant data. 

1-6 When analyzing an event or incident, the operator needs to assess the technical 

impact of the event or incident on the rest of the network. That is, s/he needs 

to determine what other resources on the network may have been impacted by 

the malicious activity. 

1-7 When analyzing an event or incident, the operator needs to assess the opera-

tional impact of the event or incident. That is, to determine what specific op-

erations, missions, or users may have been impacted by the malicious activity. 

1-8 Operators often have several monitors on their desks, each depicting different 

data. 

1-9 The information displayed on the operator’s monitor(s) is his or her primary 

view into whether there is a suspicious event or cyber incident, and of the ac-

tivities of the attacker. 

1-10 One of the most important cognitive skills that operators leverage is their abil-

ity to mentally fuse data from different sources. 

1-11 An important feature of the operator’s workflow is the series of questions that 

s/he asks as s/he moves through the analytic process: “Is this legitimate activ-

ity?” “How often has this source IP connected to our network?” “Has this des-

tination IP been sending out unusually large payloads?”  

1-12 Operators in all roles regularly engage in educating or communicating to oth-

ers the results of their analyses, via daily briefings at a CERT, on electronic 

bulletin boards shared by fellow operators, or in training sessions. 

1-13 Operators are often required to explain why they formed certain hypotheses or 

took certain actions; this may require the presentation of knowledge that may 

not be available to all concerned. 

 



 

 

Table 2. General assertions about the state of cyber security visual presentations 

Reference  Assertion Text 

2-1 Classic security tools, such as firewalls and intrusion detection systems, have 

over time added reporting capabilities and dashboards that are making use of 

data visualization techniques like charts and graphics. 

2-2 In general, the visual presentations of data in current cyber security tools do 

not have adequate interactivity to support data exploration. 

2-3 When designing visualizations for defensive cyber operators, the designer 

should assume that at least two monitors are available, and use the extra dis-

play for depicting different types of information. 

2-4 Most cyber security visual displays are fairly basic, such as pie charts or bar 

graphs. 

2-5 Some cyber security visual displays require several hours to learn how to use 

effectively. But if the operator learns how to use them, their value is worth the 

investment of time. 

2-6 Visualizations are more likely to be added-on to security products later in their 

design or production, rather than integrated early in the design process. 

2-7 Visual data presentation is an effective method for training others. For exam-

ple, if a new operator is unfamiliar with the network topology, and the topol-

ogy is a critical component of the operator's decision making, then a visual 

depiction of parts of the network topology can help the new operator learn the 

topology more rapidly. 

2-8 Visual data presentation is an effective method for communicating findings to 

colleagues or laypersons, and/or for documenting decisions for review or jus-

tification. 

 

Table 3. Specific assertions about the state of cyber security visual presentations 

Reference  Assertion Text 

3-1 Visualizations should interface to multiple data sources, and provide the op-

erator with a common framework for viewing them. 

3-2 The distinct tasks and cognitive requirements of each analysis role and ana-

lytic stage indicate a need for role-based visualization aids. 

3-3 The exploration of voluminous data, and the discovery of patterns within that 

data, can be enabled through visual data presentation. 

3-4 A visualization system designed for defensive cyber operators should be able 

to draw data from various databases or delimited files, and fuse it into a single 

visualization. 

3-5 The data access and visualization system should provide the operator with 

the opportunity to save data files, visualization workspaces and any reports 

created with these files, using the analytic question he is trying to answer as 

the common reference point. 

3-6 In formulating and testing hypotheses to explain suspicious activity, opera-

tors look at, reorder, highlight, and filter out data from large datasets, looking 

for patterns and trends. 

3-7 To facilitate examination of data from multiple perspectives, visualization 

systems should provide multiple, coordinated views of the same dataset. 

When the operator reorders, highlights, or filters data in one view, the other 

views should automatically morph to correspond to the changes. 



 

 

3-8 As operators work their way through data, they apply filters either by speci-

fying criteria for accessing data from the database, or by temporarily filtering 

data at the display. 

3-9 Operators typically apply a series of filters to reduce data — for example, 

first filter out all connections where bytes returned = 0, then filter data be-

tween .mil IP addresses, then temporarily hide any connections to CNN.com. 

However, if they get interrupted or distracted, as they are likely to do in a 

noisy environment, they can lose track of where they are in the exploration 

of the data. 

3-10 A simple graphic or table of the filters applied to the data and the displays 

aids situational awareness by helping operators reorient after distractions. 

3-11 Visual data presentation can facilitate the rapid comprehension of a sequence 

of interconnected events, improving understanding of complex relationships. 

3-12 Threat analysis may be facilitated by animations and visual replay of events 

across the network, from which cyber operators can deduce the progression, 

speed, or direction of an attack. 

3-13 By visually depicting the historical activity pattern of a specific attacker, the 

operator can forecast the next likely action of that attacker. 

3-14 Visualizations that combine several types and dimensions of data may en-

hance the operator's ability to see patterns and time trends across multiple 

data sets. 

3-15 A visualization of the connections between various entities can help the op-

erator gain insight into the attacker's activities. 

3-16 An animation of a possible path that an attacker could have taken can help 

the operator gain insight into the attacker's activities. 

3-17 A visualization of the connections between various entities and an animation 

of a possible path that an attacker could have taken can help the operator 

communicate the sequence of the attacker's actions to others. 

3-18 Visual data presentation can be very useful for ad hoc types of exploration, 

as certain patterns are easily comprehended when presented graphically. 

 

3 Results  

A complete list of participant responses on their level of agreement with assertions is 

shown in Table 4. Participants generally agreed or strongly agreed with the assertions 

presented in the survey. We found that >= 50% of participants were in agreement (either 

agree or strongly agree) with 38 of the 39 assertions and >= 75% of participants were 

in agreement with 33 of the 39 assertions. There were no assertions that had more par-

ticipants in disagreement (either disagree or strongly disagree) than in agreement. Only 

three assertions had less than 10 participants in agreement. Assertion 1-13 had nine 

participants in agreement, three in disagreement, and three responding neither. Asser-

tion 2-3 had seven in agreement, three in disagreement, four responding neither, and 

one selecting cannot respond. Assertion 3-13 had seven in agreement, none in disagree-

ment, six responding neither, and one selecting cannot respond. 

 



 

 

Table 4. Count of agreement responses per assertion 

Assertion 

Strongly 

Disagree Disagree Neither Agree 

Strongly 

Agree 

Cannot 

Respond 

1-1 1 3 0 9 3 1 

1-2 0 1 0 7 7 0 

1-3 0 1 0 8 6 0 

1-4 0 4 2 5 5 0 

1-5 0 1 0 3 11 0 

1-6 0 0 0 4 11 0 

1-7 0 0 0 7 8 0 

1-8 0 0 0 5 9 1 

1-9 1 0 1 7 7 1 

1-10 0 0 1 7 7 0 

1-11 0 0 1 5 9 1 

1-12 2 2 0 7 5 0 

1-13 0 3 3 6 3 0 

2-1 0 1 1 7 6 0 

2-2 0 2 1 4 6 2 

2-3 1 2 4 2 5 1 

2-4 0 2 1 7 4 1 

2-5 0 2 3 3 7 0 

2-6 0 1 2 5 7 0 

2-7 0 0 1 2 12 0 

2-8 0 1 0 3 11 0 

3-1 0 0 1 5 9 0 

3-2 1 1 0 5 8 0 

3-3 0 0 1 5 9 0 

3-4 0 0 0 5 10 0 

3-5 0 0 0 4 11 0 

3-6 0 0 1 6 8 0 

3-7 1 0 1 5 8 0 

3-8 0 0 1 6 8 0 

3-9 0 1 1 3 9 0 

3-10 0 0 3 6 5 0 

3-11 0 0 0 6 8 0 

3-12 0 0 3 5 6 0 

3-13 0 0 6 6 1 1 

3-14 0 1 0 5 9 0 

3-15 0 0 0 5 10 0 

3-16 0 0 2 4 9 0 

3-17 0 0 1 5 8 0 

3-18 0 0 1 5 9 0 

 

Findings Indicating Incident Handling Processes Vary Significantly. Interpreted 

strictly by the numbers, there was some disagreement with assertions 1-1, 1-4 and 1-

12. In most cases, however, participants who disagreed provided feedback regarding 

those assertions that indicated a reluctance to agree with the assertion due to the breadth 

of the assertion. In assertion 1-1 Some operators limit their inspection of data to no 



 

 

more than a single day's data to perform their job, two participants who disagreed ac-

tually provided specific job roles as examples of the operators that inspect only a day’s 

worth of data, such as frontline network monitoring staff, help desk or SOC analysts 

evaluating the most recent anomalies. Two participants who disagreed have experience 

in cyber counterintelligence and law enforcement, which may provide them with a dif-

ferent perspective.  

Assertion 1-4 states Cyber operators often associate several pieces of information 

together and add a hypothesis for why these events are all related. Participant 1 disa-

greed with this assumption, commenting “Requires a very mature operation,” while 

Participant 6 disagreed and commented, “I think operators would love to do this if they 

had time. Unfortunately, it seems that most of the work we do today is reactionary after 

something bad has happened.” Participant 5 with a background predominantly in Stages 

4-6 in counterintelligence and law enforcement simply stated, “Most do not form a hy-

pothesis.” Participant 7 disagreed without comment.  

For assertion 1-12, which states Operators in all roles regularly engage in educating 

or communicating to others the results of their analyses, via daily briefings at a CERT, 

on electronic bulletin boards shared by fellow operators, or in training sessions, par-

ticipants were not provided the opportunity to write down feedback. The disagreements 

came from Participant 5 with a background including counterintelligence and law en-

forcement, and Participants 2, 9 and 12, who each have long histories in DoD network 

defense and incident response, where sharing results with others may be considered less 

common than in academia or industry.  

For assertion 1-13 that states Operators are often required to explain why they 

formed certain hypotheses or took certain actions; this may require the presentation of 

knowledge that may not be available to all concerned, Participant 2 commented that 

this and the previous “couple” of assertions are “COMPLETELY dependent upon the 

organization they work in”, reinforcing the conclusion that incident handling process 

vary based on organizational maturity, size and workload.  

For assertion 1-8 Operators often have several monitors on their desks, depicting 

different data, Participant 2 commented “2-3 most often, but the total depends upon 

who [sic] many differing tools/systems are being monitored (such as ArcSight, Splunk, 

an IDS, etc.)”.  

Findings About Visualizations. We were particularly interested in the responses to 

Assertion 2-5 which stated: Some cyber security visual displays require several hours 

to learn how to use effectively. But if the operator learns to use them, their value is 

worth the investment of time. Ten of the fifteen participants indicated agreement with 

this assertion. Examples provided by the participants of existing security visualizations 

and tools that they had spent time learning and proved to be valuable include sparklines, 

Splunk, Websense, WhatsUpGold, SolarWinds, and VizAlert.  

 

 

Findings about Stages of the CIHLC. Table 5 summarizes the responses from partic-

ipants when asked to indicate to which stage of the CIHLC the assertion was related. 

These results provide useful information about what visualizations are needed at every 

stage. For example, Assertion 1-1 suggests that any visualizations done for Stages 1, 2, 



 

 

and 3 must be consumed and acted upon in a very short period of time. Our subsequent 

research on this project indicated that DoD cyber operators may have a timeline of two 

minutes or less for Stage 1 activity. Assertions 1-2 and 1-3 reveal that no matter where 

you are in the CIHLC, the operator spends considerable time sifting through data, both 

from their own enterprise and external data; comments from participants indicated this 

activity was more common in organizations with more mature incident handling pro-

cesses. Assertion 1-4 indicates that visualizations that combine different types of data 

from different sources could assist operators in Stages 2, 3 and 4 hypothesize why 

events may be related. Comments indicate that this required effort may not regularly 

happen due to constraints of organizational workload and maturity. Assertion 1-5 tells 

us that visualizations which highlight attacker-related activity are needed in Stages 1 

through 4. Assertions 1-6 and 1-7 clearly indicate that visualizations to show technical 

and operational impact are needed for both Stages 4 and 5, and may also be useful in 

Stages 3 and 6. Assertion 1-13 suggests that visualizations which help explain findings 

are needed across the CIHLC. 

Table 5. Number of responses indicating the assertion is most likely to occur during the specific 

stage of incident handling.  

Assertion Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 

1-1 11 9 8 2 1 0 

1-2 6 9 6 10 2 6 

1-3 7 9 4 9 3 7 

1-4 3 9 6 10 2 2 

1-5 9 10 6 10 2 3 

1-6 2 3 7 12 13 4 

1-7 1 1 7 12 12 7 

1-13 3 6 5 8 6 5 

4 Conclusions 

Cyber operations have historically been viewed primarily as a technical problem with 

a focus on improving technology, as opposed to improving the ability of humans to 

interact with technology, and with very little regard for the perceptual and cognitive 

capabilities of the human operators using that technology. It is imperative that the vis-

ualizations and decision support systems that these operators use are designed to be 

compatible with human cognition and the operators’ work environment. As in any do-

main, user-centered and work-centered visualizations need to be developed with an un-

derstanding of the operator requirements with consideration for human factors and cog-

nitive challenges.  

Cyber security is still a relatively young profession, and as yet, there is not one stand-

ardized process or approach to the incident handling aspect of cyber security. As re-

ported by our survey participants, different organizations even within the same industry 

may vary tremendously by the size of their incident handling organization and the ma-

turity of their cyber security processes. As such, the scope and scale of cyber operations 

must be considered when identifying visualizations for cyber security operators. 



 

 

The ability to convey actionable cyber security information in a timely manner re-

mains a significant challenge across all stages of CIHLC. Cyber security operators reg-

ularly gather and inspect large volumes of cyber data, largely in alpha-numeric format. 

In their inspection they seek answers to analytic questions that help them make deci-

sions. Anecdotally we observe that visualizations are not well integrated into this pro-

cess. Experimental evidence regarding which visualizations would support these cog-

nitive processes is limited. 

Responses from our survey suggest that operators see the potential for visualizations: 

they are interested and willing to use visualizations to obtain actionable information, 

and they see the value in investing time in learning to use visualizations. However, our 

interviews with cyber practitioners during a later stage of this research revealed that 

they lack the technical ability in visual analytics to specify the construction and appli-

cation of methods that can produce effective visualizations. Thus, it is up to the human 

factors and information visualization experts to design and develop meaningful visual-

izations after eliciting an understanding of what questions the cyber operators ask of 

data and what decisions they make based on that information.  

Our research also revealed that the same cognitively intense activity and decisions 

(e.g. sorting through data and deciding on the most relevant, associating several pieces 

of data to decide if there is a pattern) may occur across multiple stages, or major tasks, 

of the CIHLC. And despite the linear depiction of the CIHLC, an operator or team of 

operators may engage in several stages, or major tasks, simultaneously; for example, 

response and recovery analyses may commence even before an incident is fully char-

acterized and declared. As a result, an operator, or even multiple operators, may be 

conducting similar cognitive work at different times in the CIHLC, with similar deci-

sion and information requirements. It may therefore be useful to consider the cyber 

operator’s work in terms of the decisions they make, rather than specific stages or tasks, 

to remove any assumption that a cyber operator has already been exposed to infor-

mation obtained in prior activity; each decision can stand alone.  

Consequently, when designing visualizations to support cyber operators’ cognitive 

work, we should consider re-focusing away from a task or stage orientation and more 

to a decision orientation. Rather than designing visualizations to support a specific stage 

or task, we should consider designing visualizations to support specific decisions or 

information requirements that cut across stages or major tasks in the CIHLC.  

To design such visualizations requires further systematic research on not just the 

type of activity at each stage of incident handling, but also the specific decisions and 

the information requirements of those decisions, i.e., when facing cyber data to be an-

alyzed, what questions do operators need to answer in order to make decisions?  Doc-

umenting these decisions and analytic questions within the target work environment 

would provide visualization designers and developers with the specific problems that 

the visualizations need to address. In our subsequent research, we identified analytic 

questions that operators ask themselves in Stages 1 and 2, but substantial work remains 

to understand and verify the decisions and analytic questions at all stages of the CIHLC.  

As we continue our research, we will need to address the absence of an accepted, 

standardized framework for developing and evaluating cyber security visualizations 

[15] [16]. We believe such a framework should identify how to specify a visualization’s 

objective, enabling consensus from human factors, information visualization and cyber 

operations practitioners about the design and initial evaluation of the effectiveness of a 



 

 

visualization. Such a framework should also support specification of the raw cyber data 

needed, and, more importantly, how that raw data needs to be transformed to support 

the specific visualization objective.  

We hope that disseminating this work will contribute to the future development of 

human-centered visualizations for cyber operators by enabling human factors practi-

tioners to better understand the cyber domain, as well as some of the practical require-

ments for operator performance in a variety of task environments.  
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